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Abstract

In social tasks, communication and task execution are
often co-dependent, yet they represent a tradeoff. We
present a cognitive model of an experimental task con-
sisting of a collaborative and competitive game played
by groups of human participants organized in a small-
world graph. In an experiment involving teams of hu-
mans playing a cooperative game, the effect of local
communication policies on the efficiency and the per-
formance of networked participants was observed. The
model follows the ACT-R theory and provides a formal-
ization of the decision-making processes and tradeoffs
involved. A simulation of the hypothetical case of un-
natural memory decay shows decreased performance and
supports a prediction of the thesis that memory limita-
tions have co-evolved with social structure.
Keywords: Communication Networks; Belief Propaga-
tion; Cognitive Modeling.

Introduction

Among our most fascinating abilities is communication
and cooperation with others. To solve problems, we
organize ourselves as teams and exchange information
effortlessly. This achievement is the result of both in-
nate and culturally acquired abilities. The combination
of language-based communication, social interaction and
the emergence of distributed human information systems
is ubiquitous, but has seen relatively little empirical ex-
ploration. Many of the implicit (subconscious) decisions
taken in communication may be the result of innate
mechanisms of cognition, specifically memory. Cognition
is the result of adaptation to the environment according
to the rational analysis of cognition (Oaksford & Chater,
1999). Therefore, mechanisms may have evolved that
influence individual’s interaction with a social network.
Advances in cognitive modeling on the one hand, and
in the description of structural properties of networks
on the other allow us to correlate universal properties
of social structures with the cognitive limitations of the
individual. Performance or bounded rationality may be
a rational optimization that supports an emergent group
intelligence, or specifically the externalization of memory
through a community of collaborators.

Any computational cognitive model of team commu-
nication needs to take into account the simple fact that
humans have limited attentional and memory capaci-
ties. To illustrate, consider a thought experiment. As-
sume a network of communicating, cognitive agents that
pass questions and answers about distributed informa-
tion from node to node. Suppose two extremes: in the
first, agents have unlimited attentional capacity, that is,
their ability to process information in the environment
is not constrained. However, agents have no memory to
retain information that may be needed later on. In the

second, agents have accurate and infinite memory, but
lack the ability to process more than a single piece of
information at a time. Which communication policies
would be appropriate for the two cases? Perhaps, in the
first case, agents would have to re-send questions regu-
larly, while in the second, they would send out questions
only once. Human attentional and memory capacities
are both limited; hence, they are subject to a strate-
gic tradeoff. The costs of producing and comprehend-
ing linguistic communication, of attentional bottlenecks
and decaying memory are relevant to a model, as is the
structure of the network. One argument in support of
co-adaptation could come from rational behavior in a
dynamic group context. This means that cognitive pa-
rameters such as memory decay and perceptual speed
should influence communication and team success, and
that cognitively plausible parameter choices in a model
correspond to high performance during collaborative and
communicative tasks, when other human performance
parameters such as speed of communication are realis-
tic.

Lab-based experiments, in which humans are net-
worked artificially, playing an abstract game, represent
a class of non-computational simulations that examine
real-world phenomena at the group level. In this paper,
we describe an experimental paradigm and previously
presented data, a computational model and simulations
that interpolate between the hypothetical cases of ei-
ther perfect or absent human memory. The experiment
looks beyond one-on-one dialogue to iterated communi-
cation in social word-of-mouth networks. It involves a
new cooperative foraging game, the Geo Game, in which
medium-size and larger (20+) teams of players engage
in information exchange, exploration of a game land-
scape, and foraging for goods. The game elicits a cogni-
tive tradeoff between a core task and a communication
task, in which we expect the human cognitive appara-
tus to maintain a purposeful balance. In the experiment
that provided the basis for our model, we used differ-
ent communication policies to explore both sides of this
tradeoff. To quantify the success of communication, we
use a combined individual and team task as a bench-
mark. It measures the limits of individual and team
performance in dynamically changing and time stressed
environments. The cognitive model then explains per-
formance data obtained with the experiment and is ul-
timately used to show how team performance would be
affected if basic memory parameters were different from
their known, constrained values. We propose that indi-



vidual cognitive constraints lead to communication and
cooperation that optimize outcomes for the individual,
but also for the dyad, the group and the community.

Prior Work

Much recent work on social networks has focused on
their structural and resulting computational properties,
but does so independently of two major aspects of real-
world networks: Humans, and their joint objectives, or
task. The study design presented here uses human par-
ticipants and employs a task that individuals connected
over the network have to execute. We provide a measur-
able objective and a task that depends both on individ-
ual performance and collaboration. We connect to work
by Bavelas (1950) and Leavitt (1951), who detailed the
effects of network structure with human nodes, arguing
that networks with centrality show more stable perfor-
mance, but increased dependency on those central nodes
and decreased flexibility with respect to the integration
of information.

We have been engaged in a program of scaling up cog-
nitive models from the case of learning-based adaptation
in dyads to a model of domain language evolution (Re-
itter & Lebiere (2011)), and extrapolating the results
to investigate the effect of network structure on such
convergence processes (Reitter & Lebiere, 2010b). The
influence of structural properties in social tasks is ev-
ident even when payoffs are determined by individual
performance: Judd et al. (2010); Kennedy (1999); Bhat-
tacharyya & Ohlsson (2010). With our task we intend
to also complement readily available datasets with an
experimental design that gives us communication data
ready to be analyzed in terms of its semantics and its
timing. Datasets of language-based communication show
the spread of memes (idealized ideas) or opinions (e.g.,
Twitter datasets), or they represent socializing or debate
that is difficult to analyze and operationalize for the pur-
poses of problem-solving research (Klimt & Yang, 2004).
Such datasets, however, are not the result of explicit hu-
man collaboration in the context of a well-defined task.
Tasks, in such datasets, are coincidental, while the task
in Geo Game is central to driving communication and
provides an objective basis for evaluating the effect of
communication on performance.

The Geo Game

The Geo Game is a spatial search game, where all play-
ers simultaneously engage in a foraging task. Players
are shown a map of several named cities, connected by a
road network. At any given time, each player is located
in one city or is moving between two connected cities;
players are shown their own location, but not that of the
others (see Fig. 1). The key features of this game are
as follows. Collaborative problem-solving: Partici-
pants are tasked to find items by moving via roads to
a city; they find one item at a time (their goal item).

Participants can visit a neighboring city (directly con-
nected by a road to his current location) by clicking on
its symbol on the map. Each city has a small number
of items available; this item set differs for every city.
Items located in a city are revealed to the participant
only while the participant is “visiting” the city. After
finding the goal item, a subsequent item in the list is
shown to the participant. Moving from city to city takes
time, so players are pressured to rely on their knowledge
and that of others to find the city efficiently rather than
to merely scavenge for items. Participants are asked to
find as many items as possible within the duration of the
session; a timer is displayed that indicated the remaining
time. Once an item is found, it may be either removed
permanently from the inventory of the city or it may be
replenished (half the item types are replenishable). This
renders the environment dynamic. Dependency on
communication: The key feature of the game is that
players can improve their performance through commu-
nication. They may exchange information through nat-
ural language, such as requests for an item they need or
responses about the whereabouts of items. A chat in-
terface allows each player to broadcast written messages
to a fixed set of other players (“neighbors”). A player,
receiving a message, may chose to re-broadcast the infor-
mation since his set of neighbors is likely to differ from
the original message sender. Players use this facility to
ask about the whereabouts of their goal item, or to tell
them about the locations of items. The task was de-
signed so that the crucial decision a participant had to
make was whether to send a piece of information or not,
possibly based on its relevance. In practice, the language
used by participants is simple and easy to decode auto-
matically. Facts could be analyzed as either Information
Requests (Item, Requester) (“I need a towel!”) or Fact
(Item, Location) (“The cat is in Pittsburgh”). Players
are organized in a graph structure, with participants as
nodes, and vertices indicating communication channels.
In our experiments, the underlying network topology is
one in which the numer of connections per node is power-
law distributed; this topology is typically called a small
world, because it is possible to connect any two vertices
in the network through just a few links. The graphs
used in the present experiment are “re-wired ring lat-
tices” (Watts & Strogatz, 1998): starting with a ring in
which each node is connected to exactly two neighbors,
long-range links are added to a few pairs of randomly
chosen nodes. The communication network embodies
principles well-known to participants from online net-
works such as Facebook. Individual and collective
payoffs: Players move around the road network until
they find a city that can provide the item (the road net-
work is fixed and unrelated to the graph that defines the
social/communication network). Players are rewarded
for finding a goal item with ro = 1000 game points. As
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Figure 1: The Geo Game participant interface.

a further incentive to not only ask for information, but
also provide useful information to their contacts, we re-
ward each participant (node z) with game points when-
ever a node y to which they are connected obtains a goal
item. The reward is highest for immediate neighbors and
is defined as rg = 5525 for all y for which the distance
between = and y expressed in intermediate nodes along
the shortest connection, d(x,y) < 3. This reward dis-
tribution system follows common pyramid schemes and
also Pickard et al. (2010). The final game score of a
player is the sum of all rewards obtained during one ses-
sion. Task success metrics: The game was designed
to give measurable task success metrics, where the com-
munication within the player network would be critical
to task success. These include the accumulated payoff
(the communicated objective), the number of goal items
found, and the average time it takes to receive an answer
to one’s information request.

In the following, we summarize the experiment and its
results (refer to Reitter et al., 2011, for the primary dis-
cussion). In the experiment participants were split into
two groups with 17 participants each. These teams then
played the game during two 30-minute sessions, one for
each of two conditions (in permuted order). Participants
were instructed to adapt their communication strategy:
In the dump condition, participants were asked to indis-
criminately broadcast a maximum of information avail-
able. In the target condition, they were asked to request
and target information so that only such knowledge was
disseminated (and passed on) that was known to be rel-
evant to others in the network through prior requests.

The first question we asked is whether the information
propagation policy influences task performance in the
community. If either dump or target condition prove sub-
stantially advantageous, then the manipulation would
appear to interact with the specific task. Under the as-
sumption that humans can effortlessly integrate infor-
mation, we would expect that the team directly benefits

from unlimited communication in the dump condition.
This is not the case: Subjects scored higher in the tar-
get condition than in the dump condition (Table 1).Even
when the main effects of message quantity and network
position are taken in to account do we observe benefits of
targeted communication policy on residual task perfor-
mance, i.e., we see an effect of message quality (Figure ).
An analysis of efficiency (score over messages) in differ-
ent network positions suggested a decreased efficiency
advantage from targeting with each additional neighbor.

Human networks can filter information and direct it to
where it is needed, provided that humans are encouraged
to make decisions about local information distribution.
Communication processes are not necessarily mechanis-
tic: people can pay attention to the informational needs
of dialogue partners if asked to do so. In networks and in
a situation where individuals communicate one-to-one,
this appears to be beneficial to their task success.

The increase in performance suggests that maximizing
“targeting” of information accommodates attentional
limitations at the cost of losing information. Given mem-
ory decay, information that is left on a single (or a few)
nodes risks being forgotten and have to be rediscovered
through experience at possibly significant cost. Con-
versely, decreased targeting of information may improve
the life and utility of information by spreading its avail-
ability and hedging against its decay, at the cost of at-
tentional overload and interference with more important
knowledge. Finding the optimum requires a computa-
tional account of human memory and attention.

Modeling the Geo Game task

The Geo Game model follows the ACT-R architecture
Anderson (2007). It is implemented in ACT-UP (Reitter
& Lebiere, 2010a) to provide a suitable abstraction of a
high-fidelity model. The goal is to achieve a tractable
computational model of the perceptual and cognitive
processes involved in the foraging task that interact with
the multi-agent interaction over the social network. Our



Cond. Degree Score Received Msgs Msgs Sent Items Taken n
dump 2 19512 198.6 68.7 6.45 20
target 2 22576 111.9 37.3 71 18
dump > 2 27455 299.6 64.4 6.36 11
target  >2 28000 166.9 40.8 6.5 14

Table 1: Performance and communication: Human participant means in the two conditions for low- and highly
connected nodes. The degree describes the number of links a node has; degrees ranged from 2 to 5 (power-law
distributed). n shows the number of participants for each degree (networks were randomized between conditions).
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Figure 2: (a) Score gain per minute vs. number of mes-
sages received: At the same numbers of received mes-
sages, communities gained a higher score in the target
condition than in the dump condition. Note that even
in the dump condition, sparsely-connected players may,
at some points, send very few messages. (Means are
over per-user/minute measures for all users. Dotted lines
show 95% confidence intervals, assuming bins per user
for each minute elapsed and gaussian distributions).

model of the team is made up of a number of individual
cognitive models, one for each player, which can commu-
nicate via a simulated natural language interface. They
exchange information requests and replies to those. The
models are organized in a graph as in the social net-
work of the Geo Game experiment; they communicate
by broadcasting to their network neighbors.

ACT-R Model

The basic structure of the model is an iterative pro-
cess that allocates attention over two separate subtasks.
The main subtask focuses on navigating around the map
while the other involves processing messages received
through the chat interface. That structure is similar to
that of the model of the AMBR air traffic control simu-
lation (Lebiere, 2005) and many other interactive tasks,
suggesting a general, reusable modeling pattern.

The navigation subtask is focused on the target item
to collect. When given a new target item, the model
attempts to retrieve a known location for that item from
memory. If successful, a path to that location from the
current city is constructed, and the first step along that
path is taken. Otherwise, the model explores the map
randomly, selecting any of the directly reachable cities
with equal probability. When arriving in a new city, the
model first identifies the items available. If one of them
matches the target item, the model picks it up and the
cycle restarts with a new target item. Otherwise, the
model takes its next step, either along a known path to
the item’s location, or another random step in the graph.

The chat management subtask is focused on handling
the information flow to and from the user when not fo-
cused on the primary navigation task, that is while in
transit between cities. The model reads the next mes-
sage, processes it appropriately for the experimental con-
ditions, then repeats the cycle if it hasn’t yet arrived at
its next destination. Processing the message means read-
ing its contents, which can be of two primary types: re-
quests for the location of a target item, and information
about the presence of item(s) at a given location. For re-
quests, the model determines if it knows the information
needed, and if so replies to the message. In either case,
if the model is in the dump experimental condition, the
model retransmits the message as long as it doesn’t re-
member doing so previously (to avoid overwhelming the
network by repeatedly broadcasting the same message).

The two subtasks are not entirely independent, how-
ever. Each involves a processing step related to the
other. In the navigation subtask, when the model ar-
rives at a new city, in addition to searching the local
items for the one that it needs, it will also broadcast the
location of the items in the chat if in the dump condi-
tion, or of a specific item that is known to have been
requested if in the target condition. Conversely, when
processing chat messages, the model will check an infor-
mation message to see if it contains the location of its
current target item, and if so set course for that location.

Model performance

We obtained measurements from 30 model runs of 30
simulation minutes, simulating 17 players each. The net-
work graph generation, the distribution of items over
locations and the starting points of each player were



randomized as in the Geo Game experiment; the road
network was fixed and the same as in the experiment.
The parameters governing memory performance in the
ACT-R architecture were left at their defaults (base-level
learning decay bll=0.5, latency factor {f=1.0). The base-
level constant blc was set to 5.0.

The model shows behavioral metrics slightly below
those of the human teams. Each agent collects, on aver-
age, 4.6 items (dump : 4.11, target : 5.15) and obtains
a mean score of 15,750 points. Mirroring the empirical
results, agents receive significantly higher scores in the
target condition than during dump (8 = —61504, SE =
12868, p < 0.001 for score totals, i.e., an effect of 3,617
points per agent for target ).

While model performance(expressed in game points)
is variable and influenced by details of the communica-
tive behavior, model runs during development suggested
that the effect of communication policy is robust. We
consider the model preliminary, mainly for two reasons.
First, the model does not achieve full human perfor-
mance. Second, the model adopts a specific strategy that
involves committing seen item-location facts to memory.
It is possible that subjects adapt their strategy depend-
ing on whether they expect to remember information. In
an information-overload situation, they may refrain from
memorizing, or they may lack the time for rehearsal.
Thus, players may shift between internal and external-
ized memorization. The simulation does, however, im-
plement the internal memory and some of the tradeoffs
implicated in the experiment, allowing us to cautiously
extrapolate to our hypothetical cases.

Model predictions

The model allows us to make predictions for two hypo-
thetical situations described in the introduction. First,
we simulate team performance for the case of poor mem-
ory performance. Setting a base-level learning decays of
1.5 and 3.0, we manipulate the cognitive architecture
into forgetting facts at higher rates'. Second, we simu-
late the absence of memory decay: how would the team
perform if its members had infinitely-large, infinitely-
lasting memory? Having set base-level learning decay
to 0.0, the architecture allows models to retrieve infor-
mation even long after it was last presented. In this
condition, memory retrievals no longer prefer recent in-
formation. The model was not optimized towards the
following results.

The simulation results show significantly decreased
performance for the case of high decay bll=3.0 (8 =
—27419, p < 0.005, total points), but also for the case of
no memory decay (bl1=0.0, 8 = —27612,p < 0.006). The
middle condition of increased decay at bll=1.5 yields a
nonsignificant performance boost (8 = 13227, p = 0.16).

! Bll represents the negative exponent; with the time since
information presentation as base. The resulting activation
influences the log-odds of retrieval of the piece of information.

Discussion

The Geo Game task manages to replicate a common
real-life observation: that communication with collab-
orators is fundamental to task success when it is consid-
erate and targeted, but detrimental to success if com-
munication becomes overwhelming. Ignoring many less
intuitive results concerning network structure, commu-
nication overload does not change our thinking about
information exchange, but it helps define the correct
cognitive model that explains network-based exchanges.
The model we describe performs similarly well as hu-
mans and shows the same sensitivity to communication
policies and attentional demands. The experiment is de-
signed such that participants seek out information that
originates from places far beyond their network neigh-
borhood. Thus, the results show that careful commu-
nication practices impact the information state and at-
tentional demands not just among interaction partners,
but also further away in the network. A network of ba-
sic cognitive models can replicate those demands. The
model, just as participants, can employ targeted com-
munication, or audience design to address attentional
limitations of their interaction partners.

The description of the model has not mentioned the
specifics of the cognitive and perceptual operations in-
volved in both subtasks, but they play a fundamental
role. Learning is a pervasive process that takes place
at almost every step. In the navigation subtask, the
items encountered in the current location are not only
broadcast to the network using the chat interface, but
also automatically committed to memory. Similarly, in-
formation read in chat messages, whether requests for
information or availability of items at locations, is also
internalized in memory. Parameters controlling access to
memory information for future use will play a fundamen-
tal role in determining the effectiveness of those learning
processes, and whether they need to be supplemented
with strategic processes such as rehearsal or deliberate
organization. Similarly, the parameters of perceptual
processes (scanning and reading latency, typing speed)
affect how fast external information can be processed,
and thus what the optimal tradeoff is in propagating
that information over the network.

The information learned decays with practice and is
reinforced with subsequent presentations. The resulting
activation in memory plays an important role, not only
determining which facts can be retrieved at any given
point in time, but also which facts take precedence over
others. For instance, when attempting to retrieve the lo-
cation of the current target item, it is possible that mul-
tiple such locations are known. One possible strategy
would be to retrieve all such locations, then determine
which is the closest. However, some of that information
might also be obsolete, since some of those items might
have been harvested since the information was first com-



municated. Instead, the model simply retrieves the most
active of the competing facts, relying on the property
that the most recent one is also likely to be the most
active, and also corresponds to the item that is least
likely to have been harvested. We admit that in some
subjects, this basic heuristic could, conceivably, give way
to more complex metacognitive strategies, which might
control attentional resources and the time allocated to
the tasks.

The exploration of a activation decay revealed, empir-
ically, the influence memory has on the performance of
the team. We show that too little or too much decay
will impede targeted communication. Memory decay in
the individual provides contextualization and is benefi-
cial to the team. That said, we do not claim that mem-
ory decay is the only way to prioritize recent information.
More explicit strategies such as mental timestamps as-
sociated with pieces of information are conceivable; yet
they would be complex and acquired. Our thesis of in-
nate cognitive mechanisms that are optimized towards
cooperation within social networks predicts the pattern
of results.

Conclusion

The Geo Game allows us to observe performance and
communication efficiency in communities of human par-
ticipants. The game is neither limited to a single group
objective (as in joint problem-solving), nor do humans
act as individual, adversarial agents. We have presented
a cognitive model describing data in which teamwork
benefits from communication policies that make use of
active information filtering by humans. Human Geo
Game players do very well with a strategy of carefully
targeting information, which perhaps is a natural or ac-
quired communication maxim.

A relatively simple, high-level cognitive model can ac-
count for the attentional trade-offs involved. We demon-
strate the influence of individual memory on task suc-
cess in communication-based tasks. Counter to intu-
ition, better memory does not help humans communi-
cate or perform the task. The benefits of perfect mem-
ory are overcome by the lack of contextualization: agents
fail to account for a rapidly changing environment, as it
presents itself with the Geo Game. This first version of
the model and the early Geo Game experiment are a step
towards an understanding of the mechanisms involved in
the interaction of individual cognition, communication
and resulting group phenomena.
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